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Fair and accountable AI: why bother?
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Complex systems raise concern

• Why this ad?

• Why this discount?

• Why this recommendation?

• Why was I rejected?

• Can I change the outcome?

• When will the system fail?
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“Algorithms are written and maintained by people, and machine learning

algorithms adjust what they do based on people’s behavior. As a result

algorithms can reinforce human prejudices.”

C.C. Miller. When algorithms discriminate, NYT, 2019.
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What is bias?

• Systematic errors that create unfair outcomes

• Sources: algorithm design, biased data collection or selection

• Algorithms learn and perpetuate bias
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Bias occurs throughout the algorithmic pipeline
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Types of bias

• Historical bias reflects structural societal issues

• Representation bias certain groups are under-represented in the training

data

• Measurement bias training data are proxies for some ideal features and

labels

simplifed from Suresh & Guttag. A Framework for understanding unintended consequences of machine

learning, 2019.
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Historical bias
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Representation bias

http://gendershades.org/overview.html
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Measurement bias
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How can we avoid bias?
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Best practice

Source: https://ai.google/
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Regulation: GDPR

“Data subjects have a right to meaningful information about the logic

involved and to the significance and the envisaged consequence of au-

tomated decision-making”
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Ethics
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FAT AI community

FAT AI: Fairness Accountability & Transparency in AI

https://www.fatml.org/
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Tools: bias testing and mitigation
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Open Data
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Open Data

“Through a public records request,

ProPublica obtained two years

worth of COMPAS scores from the

Broward County Sheriff’s Office in

Florida. We received data for all

18,610 people who were scored in

2013 and 2014.”
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Challenges
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Practical limitations

• Sensitive attributes are unknown

• Regulation constraints

• Realised outcomes are unavailable

• Fairness intervention impact is not monitored over time

• Stakeholders goals vs. fairness goals misaligned
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Mitigation algorithms

Methods for fair classification

• Pre-processing: modify the train data

• In-processing: modify the algorithm’s objective function to incorporate

fairness constraints/penalty

• Post-processing: modifies the predictions produced by the algorithm
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Mitigation algorithms

Fairness-preserving algorithms tend to be sensitive to fluctuations in dataset

composition, and to different forms of pre-processing

• Adult data set: prediction task is predicting whether an individual makes

more or less than $50,000 per year

• Fairness goal: group fairness/statistical parity (equal probability of positive

outcomes across groups, 1 is prefect parity)

Friedler et al. A comparative study of fairness-enhancing interventions in machine learning, FAT* 2019
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Mitigation algorithms: no easy fix

Each algorithm is tested on 10 random train/test splits and a rectangle centered

on the mean, width/height equal to the standard deviation

Friedler et al. A comparative study of fairness-enhancing interventions in machine learning, FAT* 2019.
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The way forward
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Ask fundamental questions

1. Why do you need AI for this task?

2. Is the system transparent?

3. When and how does the system fail?

4. Who is responsible for the errors?
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Algorithmic bias: no quick fix

“Any real machine-learning system seeks to make some change in the world.

To understand its effects, then, we have to consider it in the context of the

larger socio-technical system in which it is embedded.”

Barocas et al. Fairness and machine learning, fairmlbook.org, 2019.
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Interdisciplinary research

Diverse

Domains
e.g. aviation, justice

Diverse

Users
e.g. pilots, judges

Diverse

Criteria
e.g. fairness, privacy

social science – mathematics – computer science – law – ethics
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Thank you

h.haned@uva.nl

github.com/hindantation

 h.haned@uva.nl
github.com/hindantation
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